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Last Lecture

• Definition of a probability :

D= set of outcomes

Prfw] = protestoreach wer

• Events E- c- r
-

Pr [E ] = fee Pr [w]

• Uniform probability space
:

Prfw ] = ¥ t wer

Pr[E) = 1¥,
V-E er

Ref: Note13



today :

• Conditional probability
• Intersections unions of events

• Bayes Rule inference

Red : Nok 14

(



Conditional Probability
Recall : 5- card poker hand

→ uniform prob . space with Irl
= ( %-)

Event Efwsh = all five cards of same suit

Pr [Efmsu ] = KELLY = 4g¥ = 0.002

Now suppose your first 4 cards are all
What is now Pr [Efmsh] ?

Pr[ Efiush /0000] = #remaining = ¥ = 0.19

# remaining cards



Defy : For any events A ,B with LB] > 0
,
the

conditional probability of A given B is

Pr [AIB] = Pr[¥÷B}
•

•

•

B

;
•

•

•

A
•

Pr [A] = ¥
•

•

Pr[AtB) = F-I lunifovm)

For each sample point WEB : Pr[w] → ¥%÷
- - - - - - - -

- WEIB : Pr[w] → 0

Then Pr [ A]=€+Pr[w]→ E Pra]

WEANB PIB]
= PrB)

Pr [B)



Example : Flush
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Example : Dice Game

Roll 2 dice - you win if sum is > 9

Pr/win] = /r¥= ¥ =

6 • • • • • •

5 • • • • • •

Define Ei =
"

red ddiie shows i
"

4 • • • . • •

3 • • • •• • •

Pr/WIE,] = Pr¥¥§ 2 • • • • • .

I • • • • • •

I 2 3 4 5 6

= 4/36 2

76
=

5 7171W]

Prlwltjf = Pr [WNED
PÉ

= Y%- = § < Prlw]



Example : Coin Tossing
Toss afair coin 20 times

Ei =
"

ith toss comes up Heads
"

Pr [Ei ] = 1k fi

suppose the first 19 tosses all come up Heads

what is now Pr [Ezo] ?

Pr [Ezo IE ,
n . . . new] =

"¥É?n¥?- = "y÷
= I = Pr[Ezo]

We say that Ezo is independent of Ei , . . .

,
E- is



Correlation

we have seen that Pr[AIB] can be Pr[A]

PRIAIB) > Pr [A] A
,B positively correlated

PRCA /B) < Pv CA] A
,
B negatively correlated

PRCAIB] = Pr [A] A,B independent

E.g. llnifonn prob . space over US population
A- =
"

gets lung cancer
"

B =
"

is a smoker
"

Pr [AIB] = 1- 17 ✗ Pr[A] ⇒ A,B positively correlated

Note : This direst necessarily imply that smoking Caires
lung cancer



Independence

Defy : Events A
,
B are independent if

PRCAIB] = Pr [A]

or equivalently if
Pr[An B] = PRCA] ✗ Pr [B]

[Eaf because Pr[AIB] = Pr§¥p¥ ]



Independent or Not ?

1. 20fair coin tosses
A = all 20 tosses are H

B= first 19 tosses are H
6 • •

• • •

5 • • • • • •

2. Roll 2 dice 4 • • • • • •

A = sum is 7 10 3 • • • •• • •

2 • • • • • •

B. = first die shows 4 1 • • • • • •

1 2 3 4 56

3. Toss 3 balls u.a.r.int 3 bins

A = bin #1 is empty
B. = bin #2 is empty

•. • •.

I 2 3



Mutual Independence
Defy : Events A, , . . .> An are mutually independent

if for all subsets I c- { 1, . . . > n }

Prf ;Ai ] = IT PIA;]
i c-I

Exampte : 2fair coinflips
A
, :

" first flip is H
" PRCA ,] =

Az : "second flip is H
"

Pr (Az) =

Az :
"

both flips the same CHHNTT)
"

Pr [As] =

An Az : independent (obvious)
A, > Az : Pr [An A,] = Pr [1-11-1]=44 = Pr (A) Pr[As]
Az

,
As : same

But : PRCA, nAzn As] =



Independent Coin Flips
We often use independenceto define prob . spaces

Exainpe : Flipping a biased coin (Heads puts . p) twice
we want the hips to be independent , e. g.,
[HT] = Pr[1st is H] ✗ Prthdi.tl??tpisgt?-a

, , ,,
= p ✗ (tp) (independence)

So we get pz • HH R
• THPetit,, 4-.PE, 11-pi p

Move generally , with n flips, for any sea . W with i Heads

and n-i Tails ,
pr[w] = pi (tp)

""



Intersections : Product Rule

Recall : PRCAIB] = Pr¥¥?
This implies . - .

Product Rule For any events
- A
,
B

Pr[An B) = PRCAIB]×Pr[B] =Pr(BlA]xPr(A]

More generally . . .
Product Rule For any events A , , . . -

,
An

Pr[A, n . . - nAn]= RIA,]xPr[Az1A ,]x . - ✗ THAN /A. a. nAn.it



Product Rule For any events A , , . . -

,
An

Pr[A, n . . - nAn] = RIA,]xPr[Az /A ,]x . - . ✗ THAN /A. n . - - nAnil

Proof : By induction on n .

Base case n=2 : basic product rule for 2 events

Inductive step (n >3) :

Pr [AIA n An] = Pr [ B) ✗ Plan 113]
Hind - hypothesis

= REA ,]xPr[AdADx . - - ✗Pr/Am, /An.nA
✗ Pr/An /Ain . - - n Ami]



Unions of Events

Another dice game :

Roll two fair dice - you win if you roll at least one 6

Pr[roll 6 on me die ] = 46

Pr [Win ] = Pr troll 6 on either die] = 46 + Yo = Yz ?

Whatif you roll 10 dice ?

Prcwin] = Yo + . - - + 116 = ¥ ?? ?

Robley : You may roll morxthanone 6

Rolling 6's are not disjoint events



The : For any events A ,
B

Pr[AUB] = Pr(A) + Pr[B) - Pr[An B]

A
R

B

Proof : Pr [AuB) = E Rho]
WE AUB

= ¥+ Pr↳ + EPr[w] - Eprcw]WEB WEANB

= Pr (A) + Pr (B) - Pr[An B]

Note : If A.Bare disjoint (AnB=¢) then PRCAUB] =
PRCA]-1 PCB]



Eixample :

Another dice game :

Roll two fair dice - you win if you roll at least one 6

Pr[roll 6 on me die ] = 1/6

A = roll 6 on first die
B = roll 6 on second die

Pr[Win] = Pr [AUB] = Pr [A)+ Pr (B) - Pr [AnB]
= 1/6 + 46 - 436

=
"136



Inclusion - Exclusion

More generally , for any events A, , . . .

>
An

Pr [A. u . . . u An] = ÉPRCA:] - EPTAin Aj ]
i= I icj

+ E Pr[Ain Ajn An]
At Az

icjck

A
} -

- - -

± Pr [A. n - - - n An]

Prof : See inclusion - exclusion under "counting
"



Union Bound

Thin : For
any events A , , - . -

.
An

Pr /A. u . . - uAn] I Pr[A ,]+ . - . + Pr [An]

Pref : Pr t.UA:] = E Pran
WE UAi

s E Pr G) + . - -
+I Prcw]

WEA , wC-An

Later : We will see how useful this very simple
upper bound can be ?



Law of Total Probability
If Ai , . . - , An are pairwise disjoint (Ain Aj =D ti=j)
and A ,

V . . - uAn =D
,
then for any event B

Pr(B) = É Pr /B n Ai]
i = I

B

A
,

# A,
A,

As

Proof : The events Bn Ai are pairwise disjoint
and B = V43 n Ai)

i



Bayes Rule For any events A , B with Pr (A)>0
,

Pr(B) >0
,
we have

Pr[A /B) = Pr[B1¥÷Y
Proof : Statement is equivalent to

Pr[A1B]PrCB]= Pr/BIA]Pr[A]
This is true becauseboth sides = Pr[An B]

Bayes rule allows us to
"

fliptheconditioning around;
from Pr/BIA] to Pr [AIB]



Examptel : Two coins
,
Heads probs . p=Yz and p= 315

- pick a coin u . a. r. ("uniformly at random " )
- flip the chosen coin

supposethe flipped coin comes up Heads
what is the prob . we picked the biased coin ?

A =
"

picked biased coin
"

B. =
"

coin comes up Heads
"

We know : Pr [A] = Yz

Pr[BIA] = 315 Pr [131-5]=1/2

Good : Compute Pr[AIB]



A =
"

picked biased coin
"

B. =
"

coin comes up Heads
"

We know : PRCA] = Yz

Pr[BIA] = 315 Pr [131-5]=1/2

Good : Compute Pr[AIB]

Bayestue : PRCAIB] = Pr[B1¥÷fA]=YE¥=¥÷
What is PIB] ?

Totality : Pr/B) = Pr /BIA]Pr(A)+ PRCBIATPRCÑ]
=⇐ ✗ E) + (1-2×12) = 11/20

So PRGAIB] = 7¥ =f



Updated Bayes Rule

Print B) = pr¥¥¥?¥¥^?÷¥Ña
More generally :

Pr/AIB] = PrfBlA7Pr(A]

§Pr[BlAi7Pr[Ai7
where Ai - - - An patitionsr_=Pr[B]

E.g.
3 possible

"

Go
"

opponent , onechosen uniformly :

¥} MY ???
'

%%% } Prfyou lose 7=4×0.9+(5×0.6)Opp . #2 - - - -
-
- 60%

+ (1--3×0.2)
Iµ57T



Example 2 : Medical Testing
Some disease affects 0.1% f-0.001 ) of population
A test has the following efficacy for a random person :

Pr [test positive / sick] = 0.99
rates are both

Pr /test positive / not sick] = O.o , }
false Pos/neg

0.01

Q : A random person arrives ☒ tests positive .

What is the likelihood this person is sick ?

Pr Ipos. / sick) = 0.99 Pr [sick] = 0.001
Pr Ipos . /not sick] = 0.01



Q : A random person arrives ☒ tests positive .

What is the likelihood this person is sick ?

Pr Ipos. / sick) = 0.99 Pr [sick] = 0.001
Pr Ipos . /not sick] = 0.01

Bayed : Pr[sick Ipos] = Prlpos /sick] PrGick]

Pr/postsick]Pr[sick] + Prfpos/notsick]
Pv (notsick

= 0.99×0.001

(0.99×0.001)+(0.01×0.999)

✗ 0.09 )Not a greattest ?
Reason : False pos . rate is large compared to % of sick people



Simpson 's Paradox
on-time arrival performance of two airlines :

Airline A Airline B

#flights #online %ontnie #flights #online %ontnie

L.A
.

600 534 89% 200 188 94%

Chicago 250 176 70% 900 685 76%

Total 850 710 84%1100 873 79%

Which airline would you fly into L.A. ?

{into Chicago ?Overall



Explanation : Airline A- has a much higher percentage

of its flights into L.A. , which has better performancethan

Chicago.

Math : Pick a randomflight . - - -

on Airline -11 on Airline B

Prlonltine / (A) = 0.89 Retentive / LA]= 0.94

Prefontaine/Chicago] --0.70 Prfontniekhic .)= 0.76

Pr /outline] -- Prlontime/ LAIPRLLA]
+ Prloatuielchic .]pr[chief

Pilon time] = . . .

=@89xPrlLADt@7oxPrkhic.D =④4×Pr(LA])+§to×Prkh
•

¥
• • ¥ •

07
p✓[<A] -0.710.84 O ' 0.76 pr[LA]= 0.18

°-94



Summary
• Conditional probability
• Correlation Independence

•• Unions intersections of events

• Bayes Rule Total Probability Rule

• Inference ; Simpson's Paradox


