
CS 70 - Spring 2024

Lecture 17 - March 14



Review of Previous Lecture

• Conditional Probability A

Pr [AIB] = Pr[An_B] B

PCB]

• Correlation Independence
PRIAIB] > Pr [A] ⇒ A

,
B positively correlated

Pr /AIB] < Pr (A) ⇒ A,B negatively correlated

Dr /AIB] = PIA] ⇒ A,B independent
↳equivalently : Pr/An B) = Pr[A) PCB]



Review (cont . )

• Intersections of Events : Product Rule

Pr [An B) = Pr/B) Pv[AIB]

Pr [ A;] = Pr[AD ✗ PRIAZIA ,] ✗ Pr[As I A. nail × . - -

✗ Pr[An / Ain - - - n An- i]

• Unions of Events : Inclusion - Exclusion

Pr / AUB] = Pr (A) + Pr [B) - Pr [An B]

Pr [
,
Ai] = E. PRIAII - §gPr[Ain A:D

+ i§nPr[Ain Ajn Ak] - . . .

• Union Bound : Pr [ A;] ⇐ ÉPr[Ai]
i=\



Review (cont . )

• Law of Total Probability //// B
A' Az Az Aa,

As

If A , - - - An partition R then

PrlB) = EPr[BAA;] = § Pr[B) Ai] Pr [A;]i.

In particular :

(B) = Pr [BIA]Pr[A] + Pr (B) A-]Pr[ A- ]

• Bayes Rule
Pr [AIB] = PrltspfAT.pt?g-rA=PrLBlA7PrLAJRfB1ATPrIAT-Pr[B1A]PrÉ]
-

can be computed if we know
Pr[BIA] ,Pr[BIÑ ] , Pr[A]



Today
Some applications of basic probability :

• Hashing ( Birthday
"

Paradox
"

)

• Coupon collecting

• Load Balancing

We will use :

• Concepts from last lecture (Union Bound ,
Product Rule, . . - )

• Asymptotes ( large - n approximations)



Balls Bins Model
independently

Throw in balls uniformly at random n bins

D= { 1 , . . . , n } ✗ { 1, . . -,n} ✗ - - - ✗ {1 , - - →n}

ME
1hI = nm [Each ball has choice of n bins]

Probability space is uniform : for every
W = ( b , , . . . , bm) , Pr[w] =¥ , = ntm -

E. g. n=m= 2 111=22--4

• • • • • • • •

1 2 1 2 1 2 1 2



Events in Balls Bins

Ég .

E =
"

bin 1 is empty
"

4) Calculating Pr LE] using counting
since pob . space is uniform , we have

Pr [E) = LET =

ELIE/= # of ways of arranging balls sit . Bin 1 is empty
= (n - 1)m
← each ball now has only

u-1 choices

so Pr [E) = Cnjfmm = 4- IT
Exainpe : If m=n then Pr [E ] =4¥ )

"

w Ie = 0.37



Events in Balls Bins

Ég .

E =
"

bin 1 is empty
"

Iii) Calculating Pr LE] using Product Rule

Define Ai =
"

ith ball doesn't go to bin
1
"

Pr [Ai] = I - In for all i

E = AE Ai
Pr [E] = Pr [A , ] ✗ Pr [Az IA ,] ✗ Pr [A] 1A , nAz] ✗ - -

-

✗ Pr [And Ain . - -Amit
= Pr [A ,] ✗ Pr [Az ] ✗ . . .

✗ Pr [ Am]

because the Ai are mutually independent I
= C- IT

8- same as before !



set of keys KApplication1 : Hashing
mlSuppose we want to hash m keys .⇒into a hash table of size n

Use a randy hash function h hash
tablethat sends keys independently universe U
T

u.a.r.to table locations
h : U→T

To ADD a key ✗EU : store ✗ at location hcx )

(using linked list if necessary )
To DELETE a key ✗ c-U : remove ✗ from location h(x)

To performa MEMBER : check if ✗ is stored at location

Quay for ✗c- U h Cx)

Goal : Avoid collisions (→ linked lists )



Q : How large can m be (as a function of n )
so that the probability of collisions is small ?

Analysis : Balls bins !

Keys = balls , Table locations = bins

Q : In balls bins with m balls
,
n bins

,

how large can m be so that faith good
probability) no two balls land in same bin ?

For now
,

"

with good probability
"

=

"

with prob . 742
"



Rough calculation : Union Bound

For each (unordered) pair of balls { i. j } with itj ,
let Csi,j } denote the event that i.j land in same bin

imagine i chooses bin first]Then Pr [C{i,j } ]
= In Lj chooses same bin] = In

Number of pairs {i. j } = (1)

Note that Pr[some collision occurs ] = Pr [ U C{i.j }]{i,j }

Union bound :

Pr [ U C{i.; } ] f E Pr/C{i.; } ]
= (1)* In £ 2M£

{i,j } {i,j }



Union bound :

Pr [ U C{i.; } ] f E Pr/C{i.; } ]
= (1)* In £ 2M£

{i,j } {i,j }

We want this prob .
to be small (say , ⇐ 1k )

so we want zm÷ ⇐ tz
i.e.

,
m ← Tn (or n z m2)

To get smaller collision prob .
E , just take m ← ten

Bottom line If the size of our hash table is

roughly the squire of the number
of keys to be stored , then we're

likely to have no collisions



More accurate calculation

Let A be the event
"

no collision occurs
"

Then we can calculate Pr[AT exactly as :

Pratt = 1¥ = 1¥
Q : Whatis 1Al ?

A : Number of ways of arranging them balls in different bins
= # ways of choosing m items out ofn without replacement
= nx In- 1) ✗ (n-2) × - - - ✗ (n -m -1 1)
So

Pr(A) = nM-M-nI-m+1) = 111-2111- E) - - - A-m)



Alternatively , using Product Rule :

Let Ai =
"

ball i chooses different bin from balls 1 , - - - i- i
"

Then A = A , n Az n - - - n Am

And Pr (A) = Pr [ Ñ A;]
E- I

= Pr[A.) ✗Pr [Az IA,] ✗ PLAs IA ,nail ✗
- - -

✗Pr [Am /Ain - - - nAmit
= A ✗ 4-E) × ( 1- E) × - - - ✗ (1- Tf )

same as above (phew ! )

Since this is an exit formula for PCA] , we
can just fix any n and compute it for
larger I larger values of m until Pr[A) drops to Yz (E)



N 10 20 50 100 200 365 500 1000 104 105106

Mo 4 5 8 12 16 22 26 37 118 372 1177

-

Mo = largest mtor which collision prob .

remains below Yz



Can we get a formula for mo ?

RIA] = 4-E) (1- E) - - - Il - MI)
In Pr/A) = In /1-11+41-E) + . - - + hill- ¥)

WITH
= 1- 'a) + f-E) + - - - + f-m÷ )

= -✗

for ✗ small
= - ± EÉ

,

i

=
-± . mly

= - Ea

Hence Pr [ A) = e-
m%n



Pr [ A] = e-
m%n

Want PIA] = Yz (or Pr IA] = I - E)

This means

e-MYZN = tz
m2 = 12hr21m

So a more accurate bound is mEFF
= 1. 177K

More generally (for collision puts . E) m £24.4T . rn



N 10 20 50 100 200 365 500 1000 104 105106

Mo 4 5 8 12 16 22 26 37 718 372 1177

1.177%-5.38*16.622-526.337.31183721177
exact

Mo =L largest mfr which collision prob .

remains below Yz

1.177-Fn = our approximation of Mo

Q : Why is 365in the table ?



Birthday
"

Paradox
"

/ Birthday Problem

Q : In a room with m people , how large does m
have to be so that Pr [ 2 people share a birthday] 7£ ?

A : 10

20

50

100

300



Birthday
"

Paradox
"

/ Birthday Problem

Q : In a room with m people , how large does m
have to be so that Pr [ 2 people share a birthday] 7£ ?

A : This is exactly the collision problem for balls ☒ bins !

#bins n = 365 (assumes all birthdays equally
# balls m = #people likely ; ignores leap years )

From table
, answer

is m = 23

With m = 60
,

Pr 12 people share a birthday ] > 99%



Application 2 : Coupon Collecting
There are n different baseball cards
Each box of cereal contains a uniformly random card

Q : How many boxes do
we need to buy so that, with

good probability, we have collected at least one copy
of every card .

A : Balls bins again !
Here we want to know how many balls we need
to throw so that every bin contains

at least 1 ball



Let A =
"

some bin is empty
"

Ai =
"

bin i is empty
"

Then A = É
,
Ai

And Pr [Ai ] = 4-In)? (from earlier)

= e-mln ( using (1-2)%-2 e- 'I

AnionBo_nd :

Pr /A] ⇐ §, PRCA ;] = ne
-min

so if we set m = nlnn+n we get
pr[A) I e-

'
< 112

Bottom line : Need to buy about nlnn boxes
!

E.g.forn= 100 , need
to buy ~460 boxes



Application 3 : Load Balancing
We have m jobs n processors
we assign jobs independently and a. a.v. to processors

Q What is the likely maximum load ona processor ?

Obviously the maxis at least /¥7
But how much worse isithkely to be ?

Focus on the case m=n (#jobs = # processors)

NOI : There will definitely be collisions since
now m ⇒ rn



Strategy :

- Define Ak =
"

some processor has load 2 K
"

Goal : find smallest K s - t. Pr [An ] ± Yz
← or E

- Define Anti) =
"

bin #i has load > K
"

Newgoal : find smallest K s - t . PrLAKH] a- In

- Use Union Bound :

Pr [An] = Pr [ ÑAnti )] ⇐ n ✗ In = I
i=\



Newgoal : find smallest K s - t . Pr[An H] s ¥
Focus on bin #i

For any subsets c- { 1 , . . . > n} of K balls , define

Bs =
"

all balls in S land in bin #i
"

Claim : Anti) = Us Bs
Union Bound (again ! )

Pr /Anti !] I § Pr [ Bs]

And Pr CBs ] = ¥ ; #of S = (E)

So : Pr [Anti] ← In (1) = n¥i;¥
' ' ¥

.



Newgoal : find smallest Ks -
t
. Pr[AkH]<_ In

Pr [Anti )] ← F. (1) =^i!¥
" ' ÷

.

Finally : We want

÷ ⇐ In

Taking logs : bulk ! ) 7hr12m)

standard approximation (Stirling) : bulk ! ) = klnk- K
(for large K )

so we want :

Klink - K = hrtn)

solution : K = LÉ (for large n )

Bottom line : Withprob . xyz , max. load is I wY#n



Bottom line : Withprob . 21k , max. load is I wY#n

This bound is valid for very large values of n

For realistic values of n , we need to increase

it a bit to allow for lower - order terms in our

approximations - a more careful analysis
leads to k z 2min

lnlnn

f N { 10 20 50 100 500 1000 104 105 106 107 108 1015 fZhm÷ 5.55.5 5.7 60 6.8 7.2 8.2 9.4 10.6 11.6 12-6 20

E.g. : send 350 pieces of mail randomly to US population
Unlikely anyone person getsmore than v13 pieces !



Next lecture

•• Random variables f- functions on prob .
spaces ]

• Expectation f- mean/average]


