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\begin{aligned}
\left\lfloor\frac{x}{y}\right\rfloor & =1, \\
\bmod (x, y)=x-y\left\lfloor\frac{x}{y}\right\rfloor & =
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$$
(3) 12+(-1) 35=1 \text {. }
$$

$$
a=3 \text { and } b=-1 .
$$
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Algorithm finally returns 1 .
But we want 1 from sum of multiples of 35 and 12?
Get 1 from 12 and 11.
$1=12-(1) 11=12-(1)(35-(2) 12)=(3) 12+(-1) 35$
Get 11 from 35 and 12 and plugin.... Simplify.
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```
gcd (35,12)
    gcd(12, 11) ;; gcd(12, 35%12)
    gcd(11, 1) ; ; gcd(11, 12%11)
        gcd(1,0)
        1
```

How did gcd get 11 from 35 and 12?
$35-\left\lfloor\frac{35}{12}\right\rfloor 12=35-(2) 12=11$
How does gcd get 1 from 12 and 11 ?
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Algorithm finally returns 1 .
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$1=12-(1) 11=12-(1)(35-(2) 12)=(3) 12+(-1) 35$
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```
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    gcd(11, 1) ; ; gcd(11, 12%11)
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        1
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$35-\left\lfloor\frac{35}{12}\right\rfloor 12=35-(2) 12=11$
How does gcd get 1 from 12 and 11 ?

$$
12-\left\lfloor\frac{12}{11}\right\rfloor 11=12-(1) 11=1
$$

Algorithm finally returns 1 .
But we want 1 from sum of multiples of 35 and 12?
Get 1 from 12 and 11.
$1=12-(1) 11=12-(1)(35-(2) 12)=(3) 12+(-1) 35$
Get 11 from 35 and 12 and plugin.... Simplify. $a=3$ and $b=-1$.
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            (d, a, b) := ext-gcd(y, mod(x,y))
            return (d, b, a - floor(x/y) * b)
```

Claim: Returns $(d, a, b): d=\operatorname{gcd}(x, y)$ and $d=a x+b y$. Example:

$$
\begin{aligned}
& e x t-\operatorname{gcd}(35,12) \\
& \quad \operatorname{ext}-\operatorname{gcd}(12,11)
\end{aligned}
$$

## Extended GCD Algorithm.

```
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## Extended GCD Algorithm.

```
ext-gcd(x,y)
    if y = 0 then return(x, 1, 0)
        else
            (d, a, b) := ext-gcd(y, mod (x,y))
            return (d, b, a - floor(x/y) * b)
```

Claim: Returns $(d, a, b): d=\operatorname{gcd}(x, y)$ and $d=a x+b y$. Example:

$$
\begin{aligned}
& \operatorname{ext}-\operatorname{gcd}(35,12) \\
& \operatorname{ext}-\operatorname{gcd}(12,11) \\
& \operatorname{ext}-\operatorname{gcd}(11,1) \\
& \operatorname{ext}-\operatorname{gcd}(1,0)
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## Extended GCD Algorithm.

```
ext-gcd(x,y)
    if y = 0 then return(x, 1, 0)
        else
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## Review Proof: step.

```
ext-gcd(x,y)
    if y = 0 then return(x, 1, 0)
        else
        (d, a, b) := ext-gcd(y, mod (x,y))
        return (d, b, a - floor(x/y) * b)
```

Recursively: $d=a y+b\left(x-\left\lfloor\frac{x}{y}\right\rfloor \cdot y\right) \Longrightarrow d=b x+\left(a-\left\lfloor\frac{x}{y}\right\rfloor b\right) y$

## Review Proof: step.

```
ext-gcd(x,y)
    if y = 0 then return(x, 1, 0)
        else
        (d, a, b) := ext-gcd(y, mod (x,y))
        return (d, b, a - floor(x/y) * b)
```

Recursively: $d=a y+b\left(x-\left\lfloor\frac{x}{y}\right\rfloor \cdot y\right) \Longrightarrow d=b x+\left(a-\left\lfloor\frac{x}{y}\right\rfloor b\right) y$
Returns $\left(d, b,\left(a-\left\lfloor\frac{x}{y}\right\rfloor \cdot b\right)\right)$.
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Thm: Every natural number can be written as the product of primes.
Proof: $n$ is either prime (base cases)
or $n=a \times b$ and $a$ and $b$ can be written as product of primes.
Thm: The prime factorization of $n$ is unique up to reordering.
Fundamental Theorem of Arithmetic: Every natural number can be written as a unique (up to reordering) product of primes.
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## No shared common factors, and products.

Claim: For $x, y, z \in \mathbb{Z}^{+}$with $\operatorname{gcd}(x, y)=1$ and $x \mid y z$ then $x \mid z$.
Idea: $x$ doesn't share common factors with $y$
so it must divide $z$.
Euclid: $1=a x+b y$.
Observe: $x \mid a x z$ and $x \mid$ byz (since $x \mid y z$ ), and $x$ divides the sum.
$\Longrightarrow x \mid a x z+b y z$
And $a x z+b y z=z$, thus $x \mid z$.
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Assume not.
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$$

Fact: If $p \mid q_{1} \ldots q_{l}$, then $p=q_{j}$ for some $j$.
If $\operatorname{gcd}\left(p, q_{l}\right)=1, \Longrightarrow p_{1} \mid q_{1} \cdots q_{l-1}$ by Claim.
If $\operatorname{gcd}\left(p, q_{l}\right)=d$, then $d$ is a common factor.
If both prime, both only have 1 and themselves as factors.
Thus, $p=q_{l}=d$.
End proof of fact.
Proof by induction.
Base case: If $I=1, p_{1} \cdots p_{k}=q_{1}$.
But if $q_{1}$ is prime, only prime factor is $q_{1}$ and $p_{1}=q_{1}$ and $I=k=1$.
Induction step: From Fact: $p_{1}=q_{j}$ for some $j$.

$$
n / p_{1}=p_{2} \ldots p_{k} \text { and } n / q_{j}=\prod_{i \neq j} q_{i}
$$

These two expressions are the same up to reordering by induction.
And $p_{1}$ is matched to $q_{j}$.
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