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Variance Intro
Note 16 Variance: denoted by Var(X); measure of how much X deviates from its mean, i.e. its spread.

Var(X) = E[(X −E[X ])2] = E[X2]−E[X ]2.

Properties: for random variables X , Y and constant a,

• Var(aX) = a2 Var(X)

• Var(X +a) = Var(X)

• If X , Y independent, then Var(X +Y ) = Var(X)+Var(Y )

Variance of sum of (not necessarily independent) indicator variables: Let X1, . . . , Xn be indi-
cator variables for events A1, . . . , An, respectively. The variance of the sum X = X1 + · · ·+Xn can
be calculated as:

Var(X) = E[(X1 + · · ·+Xn)
2]−E[X1 + · · ·+Xn]

2 =
n

∑
i=1

E[X2
i ]+∑

i ̸= j
E[XiX j]−

(
n

∑
i=1

E[Xi]

)2

Note that the term ∑i̸= jE[XiX j] is equivalent to 2∑i< jE[XiX j].

E[X2
i ] = E[Xi] = P[Ai] since X2

i = Xi for indicator variables, and E[XiX j] = P[Ai ∩A j].

1 Dice Variance
Note 16 (a) Let X be a random variable representing the outcome of the roll of one fair 6-sided die. What

is Var(X)?

(b) Let Z be a random variable representing the average of n rolls of a fair 6-sided die. What is
Var(Z)?

Solution:

(a) Recall that Var(X) = E
[
X2]−E[X ]2. We can compute each of the individual terms using the

definition of expectation:

E[X ] =
1
6
(1+2+3+4+5+6) =

7
2

E
[
X2]= 1

6
(
12 +22 +32 +42 +52 +62)

=
1
6
(1+4+9+16+25+36) =

91
6

CS 70, Spring 2025, DIS 11B 1

https://www.eecs70.org/assets/pdf/notes/n16.pdf
https://www.eecs70.org/assets/pdf/notes/n16.pdf


Now, we plug back into the variance expression:

Var(X) = E
[
X2]−E[X ]2

=
91
6
−
(

7
2

)2

=
35
12

(b) Because each die roll is independent of the others, we can utilize the fact that for independent
random variables X and Y , Var(X +Y ) = Var(X) +Var(Y ). Let Xi be a random variable
representing the outcome of the ith dice roll. We now have:

Var(Z) = Var

(
1
n

n

∑
i=1

Xi

)

=

(
1
n

)2

Var(
n

∑
i=1

Xi)

=

(
1
n

)2 n

∑
i=1

Var(Xi) (Xi’s are independent)

=

(
1
n

)2 n

∑
i=1

35
12

(from (a))

=

(
1
n

)2

·n · 35
12

=
35

12n

2 Elevator Variance
Note 16 A building has n upper floors numbered 1,2, . . . ,n, plus a ground floor G. At the ground floor, m

people get on the elevator together, and each person gets off at one of the n upper floors uniformly
at random and independently of everyone else. What is the variance of the number of floors the
elevator does not stop at?

Solution: Let N be the number of floors the elevator does not stop at. We can represent N as the
sum of the indicator variables I1, . . . , In, where Ii = 1 if no one gets off on floor i. Thus, we have

E[Ii] = P[Ii = 1] =
(n−1

n

)m
,

and from linearity of expectation,

E[N] =
n

∑
i=1

E[Ii] = n
(n−1

n

)m
.

To find the variance, we cannot simply sum the variance of our indicator variables. However, since
Var(N) = E[N2]−E[N]2 the only piece we don’t already know is E[N2]. We can calculate this by
again expanding N as a sum:

E[N2] = E[(I1 + · · ·+ In)
2] = E

[
∑
i, j

IiI j

]
= ∑

i, j
E[IiI j] =

n

∑
i
E[I2

i ]+∑
i ̸= j

E[IiI j].
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The first term is simple to calculate: since Ii is an indicator, I2
i = Ii, so we have

E[I2
i ] = E[Ii] = P[Ii = 1] =

(n−1
n

)m
,

meaning that
n

∑
i=1

E
[
I2
i
]
= n
(n−1

n

)m
.

From the definition of the variables Ii, we see that IiI j = 1 when both Ii and I j are 1, which means
no one gets off the elevator on floor i and floor j. This happens with probability

P[Ii = I j = 1] = P[Ii = 1∩ I j = 1] =
(n−2

n

)m
.

Thus we now know

∑
i̸= j

E[IiI j] = n(n−1)
(n−2

n

)m
,

and we can assemble everything we’ve done so far to see that

Var(N) = E[N2]−E[N]2 = n
(n−1

n

)m
+n(n−1)

(n−2
n

)m
−n2

(n−1
n

)2m
.

3 Student Life
Note 19 In an attempt to avoid having to do laundry often, Marcus comes up with a system. Every night,

he designates one of his shirts as his dirtiest shirt. In the morning, he randomly picks one of his
shirts to wear. If he picked the dirtiest one, he puts it in a dirty pile at the end of the day (a shirt in
the dirty pile is not used again until it is cleaned).

When Marcus puts his last shirt into the dirty pile, he finally does his laundry, and again designates
one of his shirts as his dirtiest shirt (laundry isn’t perfect) before going to bed. This process then
repeats.

(a) If Marcus has n shirts, what is the expected number of days that transpire between laundry
events? Your answer should be a function of n involving no summations.

(b) Say he gets even lazier, and instead of organizing his shirts in his dresser every night, he
throws his shirts randomly onto one of n different locations in his room (one shirt per loca-
tion), designates one of his shirts as his dirtiest shirt, and one location as the dirtiest location.

In the morning, if he happens to pick the dirtiest shirt, and the dirtiest shirt was in the dirtiest
location, then he puts the shirt into the dirty pile at the end of the day and does not throw any
future shirts into that location and also does not consider it as a candidate for future dirtiest
locations (it is too dirty).

What is the expected number of days that transpire between laundry events now? Again,
your answer should be a function of n involving no summations.
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Solution:

(a) The number of days that it takes for him to throw a shirt into the dirty pile can be represented
as a geometric RV. For the first shirt, this is the geometric RV with p = 1/n. We can see this
by noticing that every day up to the day he picks the dirtiest shirt, the probability of getting
the dirtiest shirt remains 1/n.

We’ll call Xi the number of days that go until he throws the ith shirt into the dirty pile. Since
on the ith shirt, there are n− i+1 shirts left, we get that Xi ∼ Geometric(1/(n− i+1)). The
number of days until he does his laundry is a sum of these variables. Therefore, we can get
the following result:

E[X ] = E
[ n

∑
i=1

Xi

]
=

n

∑
i=1

E[Xi] =
n

∑
i=1

(n− i+1) =
n

∑
i=1

i =
n(n+1)

2

(b) For this part we can use a similar approach but the probability for Xi becomes 1/(n− i+1)2.
This is because the dirtiest shirt falls into the dirtiest spot with probability 1/(n− i+1) and
we pick it after that with probability 1/(n− i+ 1), so the probability of picking the dirtiest
shirt from the dirtiest spot for the ith shirt is 1/(n− i+1)2. Using the same approach, we get
the following sum:

E[X ] = E
[ n

∑
i=1

Xi

]
=

n

∑
i=1

E[Xi] =
n

∑
i=1

(n− i+1)2 =
n

∑
i=1

i2 =
n(n+1)(2n+1)

6
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