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**Proof Idea:** Proof by contradiction, use self-reference.
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\begin{array}{|c|c|c|c|}
\hline
 & P_1 & P_2 & P_3 & \ldots \\
\hline
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\hline
\end{array}
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\end{array}
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Any program is a fixed length string.  
Fixed length strings are enumerable.  
Program halts or not any input, which is a string.

<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$\ldots$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$P_3$</td>
<td>L</td>
<td>H</td>
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<td>$\ldots$</td>
</tr>
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</table>

Halt($P,P$) - diagonal.  
Turing - is not Halt.  
and is different from every $P_i$ on the diagonal.  
Turing is not on list.  $\implies$ Turing is not a program.  
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Another view of proof: diagonalization.

Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.

<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>...</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>...</td>
</tr>
<tr>
<td>$P_3$</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
</tbody>
</table>

Halt($P, P$) - diagonal.
Turing - is not Halt.
and is different from every $P_i$ on the diagonal.
Turing is not on list. $\Rightarrow$ Turing is not a program.
But Turing can be constructed as a program if the program Halt exists.
Halt does not exist!
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Turing machine.

A Turing machine.
– an (infinite) tape with characters
– be in a state, and read a character
– move left, right, and/or write a character.

Universal Turing machine
– an interpreter program for a Turing machine
– where the tape could be a description of a ... Turing machine!

Now that’s a computer! (not far from today’s computers)
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Gödel: Incompleteness theorem.

   Any formal system either is inconsistent or incomplete.
   Inconsistent: A false sentence can be proven.
   Incomplete: There is no proof for some sentence in the system.

Along the way: “built” computers out of arithmetic.
   Showed that every mathematical statement corresponds to an
Church proved an equivalent theorem. (Previously.)

Used $\lambda$ calculus....which is... a programming language!!!
Just like Python, C, Javascript, ....

Gödel: Incompleteness theorem.

Any formal system either is inconsistent or incomplete.
Inconsistent: A false sentence can be proven.
Incomplete: There is no proof for some sentence in the system.

Along the way: “built” computers out of arithmetic.
Showed that every mathematical statement corresponds to an ....natural number!!!!
Summary: computability.

Computer Programs are interesting objects.
Mathematical objects.
Formal Systems.

Computer Programs cannot completely "understand" computer programs.
Example: no computer program can tell if any other computer program HALTS.
Proof Idea: Diagonalization.
Program: Turing (or DIAGONAL) takes $P$.
Assume there is HALT.
DIAGONAL flips answer.
Loops if $P$ halts, halts if $P$ loops.
What does Turing do on Turing? Doesn't loop or HALT.
HALT does not exist!
More on this topic in CS 172.
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Proof Idea: Diagonalization.
   Program: Turing (or DIAGONAL) takes $P$.
   Assume there is HALT.
      DIAGONAL flips answer.
      Loops if $P$ halts, halts if $P$ loops.
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      HALT does not exist!

More on this topic in CS 172.

Computation is a lens for other action in the world.